


Motivation



Distribution Shift



Retraining
1. Train model

2. Observe distribution shift

3. Collect new data

4. Go back to step 1



What can we say 
theoretically?



Framework



Notation



Risk vs .Performative Risk



Optimality



Example 2.2 (biased coin flip)



Example 2.2 (biased coin flip)



Example 2.2 (biased coin flip)



Example 2.2 (biased coin flip)



Can we actually find 
optimal points?



Problem!



Decoupling risk



Stability



Example 2.2 (continued)



Example 2.2 (continued)



Example 2.2 (continued)



Stability vs. Optimality



Stability vs. Optimality



Theoretical Results



Assumptions



Assumptions



Convergence to a stable point through RRM



Proof idea
1. Part (b) follows from (a) by the Banach fixed-point theorem

2. Focus on showing that G is a contraction mapping

a. Strong convexity upper bounds squared G-distance

b. Sensitivity and smoothness lower bound G- and param-distance

c. Combine resulting inequalities



Do we need these assumptions?



Other interesting results



Remaining Issues



SGD analysis?



Types of Distribution Shift



Stability under different learning algorithms



Questions?


