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Technical Dive

initialization effect               noise effect       lower bound        

How it changes over time? 
How it changes over lambdas? 
When overfitting happens? 
Frozen subspace? 
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Overfitting on noise
Staying at the initialization with zero noise effect

initialization effect               noise effect       lower bound        
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• Teacher 
• Student 
•             / 
• Initial solution         final solution 

• Eliminating rotation matrices 
• Finding rotations 

• Solving the equation 
• Analyze results 
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• Bringing the distribution in

Causes sub-optimality at early stopping
Optimal stopping time differs for different     ‘s

• Optimal stopping time
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• Computing Nonvacuous Generalization Bounds for Deep (Stochastic) 
Neural Networks with Many More Parameters than Training Data (Gintare 
Karolina Dziugaite & Daniel M. Roy)

- Concern: overfitting since #model parameters >> # available data points 
- However SGD returns solutions with low test errors on deep models. 
- Nonvacuous generalization bounds for: 

• deep stochastic neural network classifiers  
• with millions of parameters trained on only tens of thousands of examples 
• Extension of Langrod’s PAC Bayes

• Why and When Can Deep – but Not Shallow – Networks Avoid the Curse 
of Dimensionality: a Review (Poggio et al)

- Mostly focuses on power of architectures (what it can approximate and learn) 
- Studies the learning process: the unreasonable efficiency of SGD 
- Talks about generalization: over-parametrization is ok and over fitting is not that big 

of a problem in deep networks rather than in classical shallow networks
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Merci :)


